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Abstract—5G network slicing implies a step forward in cus-
tomizing radio access and core networks by allowing the creation
of logical networks adapted to service requirements. In addition,
softwarisation has fueled the emergence of 5G solutions which
do not require specialized hardware platforms. Therefore, a key
requirement to drive the adoption of 5G slicing by verticals is
to simplify its management through automated orchestration. In
this paper, we present i2Slicer, a flexible solution to orchestrate
the deployment of 5G standalone end-to-end network slices with
multi-tenancy and multi-service capabilities. The implementation
and evaluation of i2Slicer using state-of-the-art 5G software and
hardware demonstrate that it offers a practical and efficient
lifecycle management of network slices.

Index Terms—S5G slicing, 5G Core, 5G RAN, orchestration,
experimental

I. INTRODUCTION

One of the main features of 5G networks is the support of
customized radio access, core and transport networks adapted
to the requirements of vertical services, which demand an
adaptable and cloud-native network architecture. In the 5G
Core, this was achieved by adopting the Service Based Ar-
chitecture (SBA) and Network Function Virtualisation (NFV)
paradigms [1]. SBA and NFV allow the flexible deployment
and interconnection of virtualized Network Functions (NFs)
like the Access and Mobility Management Function (AMF),
the Session Management Function (SMF) or the User Plane
Function (UPF), further facilitating functionalities already pro-
vided by 4G, such as Multi-Operator Core Networks (MOCN)
or Control User Plane Separation (CUPS). These functionali-
ties are still relevant in 5G networks to enable multi-tenancy,
network infrastructure sharing, or edge computing. However,
the introduction of the slicing paradigm implied a step forward
in customization and flexibility of 5G networks.

Network slicing has consolidated as a key enabling tech-
nology in the context of 5G and beyond networks, addressing
the need for network customization and service differentiation.
Network slicing enables the creation of virtual, logically iso-
lated networks, tailored to meet specific service requirements
and cater to diverse use cases. End-to-end (E2E) network slices
span over radio, edge and core resources on top of a common
network infrastructure, which are individually manageable and
interconnected to form an isolated network environment [2].

In recent years, softwarisation has fueled the emergence and
availability of 5G RAN and Core solutions, which can run
on top of general-purpose hardware and commercial off-the-
shelf (COTS) equipment. In such an open ecosystem, Software

Defined Networking (SDN) and orchestration frameworks are
key to empowering 5G adoption by service verticals.

To this end, in this paper, we present and evaluate i2Slicer,
a practical and flexible solution to orchestrate the deployment
of 5G Standalone (SA) E2E network slices using cutting-
edge 5G software and hardware. i2Slicer offers multi-tenancy
and multi-service capabilities by implementing MOCN, RAN
sharing and 5G slicing features, which are relevant for 5G
SA scenarios like private 5G or pop-up/temporary networks.
The evaluation of i2Slicer demonstrates the efficiency of the
developed Lifecycle Management (LCM) operations.

II. BACKGROUND AND RELATED WORK

5G network slicing makes use of slice identifiers to create
logical networks adapted to the use case needs, which may
share a common physical infrastructure. 3GPP identifies three
management functions related to network slicing manage-
ment, namely Communication Service Management Function
(CSMF), Network Slice Management Function (NSMF) and
Network Slice Subnet Management Function (NSSMF) [3].
These functions provide the necessary capabilities to con-
figure, allocate resources, and ensure the efficient operation
of network slices based on specific service requirements and
network conditions. A Network Slice instance (NSI) includes
different Network Slice Subnets Instances (NSSI), mainly the
radio access, the core and the transport networks.

These logical networks or subnets are treated as isolated
virtual instances of the 5G network, enabling network cus-
tomization to meet specific service level requirements [4]. At
the core side, this allows for instance to dedicate specific
NFs to selected slices and control their associated resources.
At the RAN level, slicing can be considered in the radio
resource management, for instance by allocating a specific
amount of physical resource blocks. RAN disaggregation will
allow further advance in the RAN customization, for instance
by dedicating Central Units (CUs) to specific slices, as is
considered in the slicing architecture adopted by the O-RAN
Alliance [5]. At the transport network domain, SDN solutions
allow to incorporate network programmability to apply, for
instance, prioritization and isolation policies.

Network slicing is closely intertwined with network soft-
warization, particularly NFV, to facilitate the rapid and on-
demand creation of network slices to cater to diverse require-
ments. NFV plays a pivotal role in enabling swift and dy-
namic provisioning and configuration of the network services



associated with the slices. In this regard, the Management
and Orchestration (MANO) framework provides the necessary
functions to manage the lifecycle of network slices [3].

In this context, several recent studies have been dedicated
to the analysis and practical validation of network slice de-
ployment. The work in [6] presents an experimental testbed
for the management and orchestration of network slices in
the core network. In each slice, an entire and independent
instance of the mobile core is deployed, representing a scenario
involving multiple operators, but lacking the inclusion of the
RAN segment in order to achieve E2E network slices. A
similar approach for the deployment of the core network
within network slices, which we refer to as monolithic in this
paper, has been proposed in our previous work, enabling multi-
tenancy through MOCN [7].

The decomposition of the core network into functional
entities within the SBA introduces a more refined approach
to function sharing among multiple network slices, allowing
for increased deployment granularity and flexibility. Building
upon this approach, the work presented in [8] demonstrates
a proof of concept implementation for orchestrating network
slices encompassing the transport and core domains. In the
core domain, the initial slice deploys core NFs that are shared
among subsequent slices. Additionally, specific NFs are de-
ployed on a per-slice basis, ensuring customized functionality
for individual network slices. In this paper, we refer to this
deployment mode as disaggregated.

Overall, it is worth noting that surveyed literature lacks the
inclusion of the RAN segment in the composition of E2E
network slices. Additionally, the use of RAN emulators instead
of real 5G hardware is a common shortage in current research
efforts. Complementing the aforementioned works, this paper
presents a single management system that can support both
multi-tenancy and multi-service within each tenant (through
the disaggregated deployment mode) and provides the prac-
tical implementation of the system. The developed prototype
integrates cutting-edge 5G RAN and Core solutions to create
E2E network slices in the 5G SA environment.

IIT. 12SLICER DESIGN

The main goal of i2Slicer is to offer multi-tenancy
and multi-service capabilities. While multi-tenancy can be
achieved through MOCN and RAN sharing even in the case
of a monolithic deployment, a proper support of multi-service
features requires of a disaggregated deployment exploiting 5G
slicing to allow a dynamic and efficient management of net-
work resources according to service status and requirements.

To this end, as shown in Figure 1, the designed disaggre-
gated slicing approach consists of a common control plane
with shared NFs for all the slices from a common operator or
tenant (i.e., using a common Public Land Mobile Network ID
(PLMNID)), and of an isolated data plane with dedicated SMF
and UPF instances per slice. Although strictly belonging to the
control plane, a dedicated SMF allows each slice to implement
differentiated session management or UPF selection policies.
In addition, this allocation approach isolates the data plane
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i2Slicer network slicing architecture

operation of different slices in case of SMF malfunctions or
service interruption. Regarding the control plane, the figure
depicts the AMF and the Network Slice Selection Function
(NSSF) since these NFs are also involved in the definition
and selection of slices [1]. Finally, note that multi-tenancy
is supported through MOCN by deploying additional control
planes plus dedicated data plane slices.

As depicted in Figure 1, in this work we focus on the NSMF
and NSSMF layers, whose main functionalities include:

¢ NSMF: handles the creation, modification, and termina-
tion of network slices based on related requirements. The
NSMF derives constituent Network Slice Subnets (NSSs)
and interacts with the underlying NSSMFs to allocate
resources, configure NFs, and enforce policies specific to
each slice.

« NSSMF: manages the lifecycle of NSSIs, which are
portions of the network infrastructure dedicated to spe-
cific network slices. The NSSMF is responsible for the
configuration and control of the subnet resources to meet
the demands of the associated network slice.

As per the 3GPP specifications [9], the NSSMF is capable
of consuming the LCM services provided by the NFV-MANO,
specifically the NFV Orchestrator (NFVO). Simultaneously,
the NSSMF also serves as a producer of the management
services associated with the network slice subnet. Through
these interactions, the management functions within the net-
work slicing architecture seamlessly integrate with the NFV-
MANO framework, allowing for efficient control and coordi-
nation of the network slices, including associated virtualized
applications and services.

For the implementation of the slice management compo-
nents, we have utilized our own developed tools, namely the
Slice Manager and the RAN Controller. These tools have
been successfully demonstrated in several H2020 projects such



as 5G-VICTORI', where we developed and integrated the
approach being presented in this paper [10].

The Slice Manager plays a pivotal role as the NSME,
being responsible for orchestrating the overall lifecycle of E2E
network slices. Moreover, it functions as the NSSMF Core,
handling the deployment and configuration of the core network
over the virtualized infrastructure. The Slice Manager interacts
with the RAN Controller, which implements the NSSMF
RAN, allowing dynamic and remote configuration of the RAN
nodes through the NETCONF/O1 protocol. Additionally, both
components ensure the successful configuration of networking
paths within the transport domain. This involves setting up
L2 networks, particularly VLANSs, to guarantee the necessary
isolation between the control, user and data planes of the
deployed network slices (i.e., N2, N3 and N6 interfaces).
In the case of the data plane, application functions may be
deployed and interconnected to the specific VLAN of the slice
or service.

For the LCM of network slices, i2Slicer implements the key
operations as described below:

« Slice creation: entails provisioning the necessary logical
entities over the infrastructure resources required to sup-
port the network slice. This includes the creation of a
slice-specific tenant and the establishment of the required
VLAN networks. These steps lay the foundation for the
subsequent stages.

« Slice activation: encompasses the configurations specific
to the RAN and Core slice subnets, plus the deployment
of the core instances. The 5G Core deployment varies
depending on the chosen deployment mode, since both
monolithic and disaggregated approaches are supported
by i2Slicer, as follows:

a) Monolithic mode: A single instance with all NFs is
deployed per tenant.
b) Disaggregated mode:
(i) For the first slice of the tenant, three instances are
deployed: the shared control plane functions, the
SMF and the UPF.
(i1) For subsequent slices, only the two slice-specific
NFs are deployed: SMF and UPF.

« Slice removal: involves terminating all services and log-
ical entities associated with the slice. This phase ensures
the clean removal and release of the allocated resources.

IV. 12SLICER EVALUATION

In this section, we showcase the experimental evaluation of
i2Slicer. The purpose is to compare the monolithic and disag-
gregated deployment modes in terms of efficiency, analysing
their execution times and resource utilization.

The developed prototype is based on two well-known
solutions from the state-of-the-art, namely: Open5Gs and
Amarisoft. Open5Gs? is an open-source implementation of the

Uhttps://www.5g-victori-project.eu/
Zhttps://open5gs.org/
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Fig. 2. Network slicing example: main configurations and VLANs

5G Core (Release 17) which supports all required functional-
ities for our slicing approach such as SBA, NFV, CUPS and
MOCN. It also allows a flexible configuration of the different
NFs through YAML files, which in our implementation are
managed by the Slice Manager. On the other hand, the
Amarisoft Callbox? acts as a 3GPP compliant gNB (release
16) using Software Defined Radios (SDRs) that offer limited
coverage but a notable performance [11]. As aforementioned,
we implemented the NETCONF protocol to allow remote
radio configuration and control through our RAN Controller.
As for the NFV-MANO framework, we have leveraged the
Open Source MANO (OSM) (release 11), which operates
as the NFVO and VNFM. Additionally, Openstack (release
Victoria) has been employed as the VIM.

Figure 2 illustrates the main parameters configured by
i2Slicer during monolithic and disaggregated slice deploy-
ments: PLMNIDs, S-NSSAIs and N2/N3/N6 configurations.
Additionally, the required VLANS are created according to the
deployment mode. Note that in the case of the disaggregated
5G Core, the SMFs include the list of the S-NSSAIs being
served by each slice; this is used by the AMF to select the
required SMF for each PDU session. For simplicity, Figure 2
does not include radio configurations such as the frequency
or the bandwidth, which can also be set through our RAN
Controller prior to the slice deployment.

Table I outlines the minimum resources required by the
considered deployment modes. The amount of RAM is based
on the minimum requirement of 4 GBs for MongoDB, which
is used by some NFs in the Open5Gs control plane; on the
other hand, SMF and UPF instances just need 1 GB. In the
case of the number of virtual CPUs, the UPF needs 2 while
the SMF and CP instances can work with only 1.

Considering the values presented in Table I, it is evident

3https://www.amarisoft.com/products/test-measurements/amari-lIte-callbox/



TABLE I
MINIMUM REQUIRED RESOURCES

Deployment Mode #vCPU | RAM (GB)
Monolithic (per tenant/slice) 4 4
Disaggregated (First slice per tenant) 4 6
Disaggregated (Subsequent slices) 3 2
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Fig. 3. Time spent during slice management operations

that, despite of the resources needed for the first disaggregated
slice, which entails the deployment of the control plane plus
the SMF and the UPF instances, the subsequent slices offer a
more efficient solution than the monolithic case. This results
in reductions of up to 25% in vCPU usage and 50% in
RAM usage. This efficiency becomes increasingly significant
as the number of slices increases, showcasing the scalability
and cost-effectiveness of the disaggregated mode in managing
resource allocation.

The results presented in Figure 3 correspond to the average
execution time for each slice management operation over
a total of 100 iterations. As can be observed, the disag-
gregated approach exhibits longer deployment times due to
the additional creation of logical resource entities and NFs,
especially during the slice activation phase (the impact of RAN
configuration operations was negligible). As was described in
the previous section, in this case, a larger number of core
network instances need to be deployed, while the monolithic
approach only requires a single instance. However, it is worth
noting that the impact decreases for the case of subsequent
slices since the control plane is no longer redeployed. In
any case, note that all the evaluated cases achieved execution
times below 45 seconds, which are within reasonable limits
for scenarios such as temporary or pop-up networks.

These findings indicate that, albeit i2Slicer’s disaggregated
approach incurs slightly higher deployment times, it is an
acceptable trade-off for its main benefits: traffic and resource
isolation, finer resource allocation, and higher functions place-
ment flexibility for multi-service capabilities. This allows
tenants to efficiently manage shared resources according to
service status and requirements instead of over-provisioning
monolithic deployments.

V. CONCLUSIONS

This paper presented i2Slicer, a practical approach to or-
chestrate 5G SA E2E network slices using cutting-edge 5G
RAN and Core solutions, namely Amarisoft and Open5Gs,
using our own developed NSMF and NSSMF tools. i2Slicer
offers a flexible multi-tenant and multi-service architecture
supporting features such as 5G SA slicing, MOCN, and the
separation and isolation of control, user and data planes. The
evaluation demonstrated the efficiency of i2Slicer’s design and
LCM operations, making it ideal for scenarios such as tempo-
rary or pop-up networks. In the H2020 5G-VICTORI project,
this innovative approach was employed to facilitate media
services in transportation verticals using a nomadic 5G node.
Future work includes the support of several UPF instances per
slice to allow UPF selection strategies such as load-balancing
or edge computing, and the dynamic management of radio
and compute resources according to slice requirements and
traffic dynamics, including disaggregated RAN scenarios and
the integration with O-RAN.
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